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ABSTRACT
Due to the large quantity and diversity of content being eas-
ily available to users, recommender systems (RS) have be-
come an integral part of nearly every online system. They
allow users to resolve the information overload problem by
proactively generating high-quality personalized recommen-
dations. Trust metrics help leverage preferences of similar
users and have led to improved predictive accuracy which
is why they have become an important consideration in the
design of RSs. We argue that there are additional aspects
of trust as a human notion, that can be integrated with col-
laborative filtering techniques to suggest to users items that
they might like. In this paper, we present an approach for
the top-N recommendation task that computes prediction
scores for items as a user specific combination of global and
local trust models to capture differences in preferences. Our
experiments show that the proposed method improves upon
the standard trust model and outperforms competing top-
N recommendation approaches on real world data by upto
19%.
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1. INTRODUCTION
In recent years, more content is being produced every hour

than can be possibly consumed by any single individual.
While this means that there is a really large variety of items
for viewers to choose from, the sheer amount makes it ex-
tremely hard for them to easily find something that they
would actually like watching. Recommender Systems (RS)
have proved to be an important response to this informa-
tion overload problem by helping to locate the sought con-
tent quickly. Top-N RSs provide users with a ranked list of
N relevant items to encourage views and have thus become
ubiquitous across domains.

It is widely established that Collaborative Filtering (CF)
based strategies have been successfully deployed in solving

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full cita-
tion on the first page. Copyrights for components of this work owned by others than
ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.

CODS 2016, IIT Madras, India
c© 2016 ACM. ISBN 123-4567-24-567/08/06. . . $15.00

DOI: 10.475/123 4

the Top-N recommendation task ([12], [11]). Collaborative
filtering is based on the notion that we rely on the commu-
nity to provide suggestions. It is a method of processing
or filtering information obtained through collaboration be-
tween various agents, information sources and other meta-
data. Neighborhood methods and latent space models rep-
resent users and items in a common latent feature space and
identify similar users and items, and are common approaches
used for collaborative filtering [3].

However, such RSs share an inherent drawback in choos-
ing recommendation partners based on similar ratings his-
tories with the active user and/or recommendation items
with similar content features to the active item. Apart from
similarity, trustworthiness of users is an important consid-
eration in providing a high quality set of recommendations.
Indeed trust-based RSs have proven to improve predictive
accuracy of standard CF frameworks [8]. However, the pre-
vious trust-based models are limiting in that they estimate
only a single model for all users based on a narrow definition
of user trust. We argue, that there are additional aspects
to trust that can further enhance the performance of these
RSs. Specifically, personal trust that arises from the unique
features and attributes of the individual users, social trust
which comes from contexts, social groups and communal
habits, and functional trust which is based on the role and
method of functioning of the underlying system [9].

In this paper, we are interested in combining a holistic
view of trust with collaborative filtering to improve the abil-
ity of the RS to make accurate and trustworthy predictions.
We propose a Top-N recommendation approach that extends
the sparse linear method [10] by combining context-aware
global and local trust models in the personalized setting.
To do this, we leverage the taxonomic framework in [9] to
collect personal, social and functional trust information and
solve an optimization problem following a tensor factoriza-
tion process to strengthen the coupling between user and
item features. Our experimental evaluation of the proposed
method on a TED1 dataset shows that it has upto 19%
higher accuracy as compared to competing methods along
with better diversity and popularity which are desirable for
user satisfaction.

The rest of the chapter is organized as follows: Section 2
presents the related work. Section 3 describes the proposed
method. Section 4 presents the experimental evaluation and
Section 5 presents the performance analysis. Finally, Section
6 provides concluding remarks.

1https://www.ted.com/



2. RELATED WORK
Trust has been defined across various categories and there

are numerous methods on how to view and measure trust
([15], [7]). Trust-based systems are generating an increasing
amount of interest and have made several notable advance-
ments to the state-of-the-art in social network analysis, com-
munity detection and recommender systems [13]. Here we
present a few notable works in the field.

Adali et al [1] measured the behavioural trust in social
networks based on conversations and propagation of infor-
mation. Trifunavic [14] proposed a trust model for oppor-
tunistic networks using explicit and implicit social trust.
Based on the taxonomic framework by [9], we are inter-
ested in three categories of trust; Context-specific Social
trust wherein a user A might trust user B when it comes to
some specific situation, but not necessarily in some other.
System-based Functional trust which describes the trust in
the system as a whole and its interpersonal elements. And
lastly the Personal trust by the user in the capabilities of the
former two categories to provide quality recommendations.

O’Donovan and Smyth [11] devised algorithms for com-
puting Profile-Level and Item-Level Trust based on trust
statements provided by users about other users. Massa and
Avesani [8] showed how trust weight, computed through a lo-
cal trust metric obtained from trust values, can be integrated
with collaborative filtering to improve accuracy. In her PhD
thesis, Golbeck [5] studied online social networks and de-
fined a trust metric called TidalTrust, that in a breadth-first
manner computed trust propagation based on how much a
user trusted other users’ film ratings. While their work is
based on explicit trust statements and/or values provided
by users, in our work we derive trust values implicitly from
comments and ratings (of the TED. It is interesting to note
that our findings are similar to those obtained by aforemen-
tioned works and are reported in Section 5.

Pappas et al [12] compare Content Based (CB), Collabora-
tive Filtering and hybrid methods based on semantic vector
spaces to recommend TED talks in a personalized setting.
They show that CB methods are outperformed by the CF
methods, but hybrid methods do well too. They leave the
impact of comments and user behaviours for future study.
We utilize local and global trust metrics at the user and item
level that outperform competing approaches to solving the
personalized Top-N recommendation task.

3. PROPOSED APPROACH

3.1 Formalization
The goal is to recommend ”talks” to the user based on

knowledge obtained from the ones he/she has already viewed,
and other trusted members of the community. Let U =
{u1, u2, . . . , un} be a set of users and T = {t1, t2, . . . , tm}
be a set of talks. Let R be the user-talk favourites matrix
of size n × m that shows the rating provided by users for
talks that they have viewed and liked. If a user u marks a
talk t as ”favourite”, then the corresponding entry rut of the
matrix is 1 and 0 otherwise for the unrated talks. Let <u

denote the set of items marked as favourite by user u.

3.2 Estimating Contextual Social Trust
Social trust between users depends on the nature of inter-

actions between them and the context. For instance, Alice
may trust Bob when it comes to recommending talks related

to (say) Technology but may not trust Bob as much when it
comes to talks related to (say) Psychology. To compute so-
cial trust between users u and v in the context of a particular
talk t, we carry out sentiment analysis of their comments on
t. We denote the sparse user-user-talk tensor Y ∈ Yn×n×m

by:

Y t
u,v =

ptu,v − nt
u,v

ptu,v + nt
u,v

(1)

where ptu,v and nt
u,v are the number of comments of similar

and opposite relative polarity respectively, made by u and v
on t. Similar to Hu et al [6], we transform the counts Y t

u,v

into contextual social trust values S = (St
u,v)u,v,t given by

the equation St
u,v = 1+α log(1+Y t

u,v/ε). α and ε are scaling
parameters which are empirically determined.

The observed values in S are formed by the information
provided by the users and estimating the unknown values
boils down to a Tensor Completion (TC) problem. Analo-
gous to Matrix Factorization (MF), the aim is to factorize
the tensor into three matrices U ∈ Rn×dU , V ∈ Rn×dV ,
A ∈ Rn×dA and a central tensor J ∈ RdU×dV ×dA such that
F = J ⊗ U ⊗ V ⊗ A approximates S. That is, it minimizes
the loss function between the observed and estimated values.
We define the loss function as:

L(F, S) :=
1

||J ||1

∑
u,v,t

Dt
u,vL(F t

u,v, S
t
u,v) (2)

where D ∈ {0, 1}n×n×m is a binary tensor taking the value
1 when St

u,v is observed and L is the pointwise loss function
given by L(F t

u,v, S
t
u,v) = 1

2
(F t

u,v − St
u,v)2. We also add the

Frobenius norm as a regularization term for improving the
generalization performance and to prevent overfitting and it
is given by:

Ω(U, V,A) :=
1

2
[λU ||U ||2Frob+λV ||V ||2Frob+λA||A||2Frob] (3)

and similarly also for tensor J. The regularization weights
λU , λV and λA control the sparsity of the corresponding
matrices U, V and A. Thus combining Equations (2) and
(3), the overall minimization problem becomes:

H(U, V,A, S) := L(F, S) + Ω(U, V,A) + Ω(J) (4)

The optimization problem of Equation (6) can be solved us-
ing HOSVD-decomposition [4] and stochastic gradient de-
scent.

3.3 Computing Global Trust
To compute the global trust value of a talk t, we first

construct a network graph G = (V,E,W ) of the underlying
system, where each vertex v ∈ V is a talk and there exists
an edge between two talks if they share at least one tag in
common. The weights assigned to each edge represent the
total number of tags that two talks have in common. We
now compute, for each talk t :

b(t) =
1

|V |(|V | − 1)

∑
(i,j)∈E

i6=j

σij(t)

σij
(5)

where σij is the number of shortest paths from i to j and
σij(t) is the number of shortest paths from i to j that are
internal to t. b(t) roughly denotes how easy it is to be able
to reach from talk t to some talk t’. That is, (5) estimates



the influence of t in the graph. We also calculate for each t,
its PageRank score c(t) given by:

c(t) = α
∑
j

djt
c(j)

L(j)
+

1− α
n

(6)

where L(j) =
∑

t djt is the number of neighbours of node
j. The motivation behind it is that it provides an estimate
of how important the node is and what the probability of
visiting the node in a random walk is.

Combining the global importance and influence of talk t
in the network graph, we define the global trust of t as:

G(t) =
2× b(t)× c(t)
b(t) + c(t)

(7)

3.4 Hybrid Trust Recommendation
In this subsection, we present our Hybrid Trust-Aware

method for personalized top-N recommendation. We com-
pute the social and global trust values as described in Sub-
sections 3.2 and 3.3 respectively. Putting it all together, the
predicted rating r̃ut for user u for talk t will be estimated
by:

r̃ut =
∑
l∈<u

guG(l)× slt +
∑
v∈Tu

(1− gu)F t
u,v×arg min

l∈<v

slt (8)

where gu is the personal trust for user u which controls the
interplay between the social and global terms. Its value lies
in the interval [0, 1] where 0 denotes that only the social part
plays a role in the prediction and 1 denotes that only the
global part is used. gu is initially set to 0.5 to ensure equal
weightage to both parts and it is updated during training
to reflect the behaviour of the user. G(l) represents the
global trust for talk l as obtained from Equation (7) and
F t
u,v represents the social trust between users u and v for

talk t as seen in Section 3.2. And lastly, slt represents the
item-item Jaccard similarity coefficient between the lth item
rated by u and the target item t.

We then compute the predicted rating r̃ut for every un-
rated talk t for a user u according to Equation (8), sort
the values and recommend the top-N talks with the highest
ratings to the user.

4. EXPERIMENTAL EVALUATION

4.1 Dataset
We evaluate our method on a real-world TED dataset2

collected by Pappas et al [12] which they have released under
the same Creative Commons license as TED. The dataset is
based on a snapshot of the TED website taken in September,
2012. It includes 1.2k talks, 69k users, over 100k instances
of talks marked as favourites and over 200k comments. Each
talk is characterized by a unique ID, title, number of views,
name of the speaker, etc. Additionally, metadata such as
related tags (e.g. ”Technology”, ”Science”) and related talks
that have been manually assigned (by the TED staff) for
each talk are also made available.

4.2 Evaluation Methodology
For the top-N personalized recommendation task, for each

user u, we randomly select 80% of his/her favourites to place
into the training set (M) and the remaining 20% form the

2https://www.idiap.ch/dataset/ted

test (E) set. The set of users is selected on the basis of the
minimal number of favourites available. After these splits
have been constructed, the model is trained on the train-
ing set and the recommendation quality is measured on the
test set. We use the widely popular Precision and Recall
measures for the top-N list.

Precision(E,N) =
|Top(u,N) ∩ {t|(u, t) ∈ E}|

N
(9)

Recall(E,N) =
|Top(u,N) ∩ {t|(u, t) ∈ E}|

|{t|(u, t) ∈ E}| (10)

We repeat the experiments 10 times with new training and
test samples and report average precision and recall values.

Additionally, we carry out a more subjective evaluation
of user satisfiability using the following metrics to show the
relative advantages and weaknesses of our model:

1. Popularity - computes the number of other users who
have viewed the talk.

2. Newness - computes the average of the release dates
of the recommended talks.

3. Diversity - measures the distribution of themes covered
by the talks.

Furthermore, we compare our model with three baseline
approaches namely, Random wherein talks recommended to
the user are chosen uniformly at random from all available
talks, Content Based (CB) algorithm that given a similarity
function recommends N most similar items to those in the
user’s favourites list, and the standard Resnick prediction
method. We also compare with related recommender meth-
ods from literature; Profile-Level Trust in [11], TaRS [8] and
ESA [12].

4.3 Results
We construct the network graph G = (V,E) defined in

Section 3.3 for the TED dataset with |V | = 1203 and |E| =
306977. Its characteristic path length is 1.55 which is small
compared to the size of the graph and its diameter is 3 which
indicates that on average, it is possible to reach any talk from
any talk in relatively few steps. The degree distribution of
the graph yields an exponent of λ = 1.03 with an estimated
xmin = 0.0008. Since the distribution is exponential, the
value of λ is invariant to the size of the network. And the
average clustering coefficient is 0.702. Taken together, we
can conclude that the graph is scale free and exhibits small-
world properties [2].

Table 1 shows the mean average precision and recall values
for the Hybrid model and the other baseline and compet-
ing methods for the personalized recommendation task. We
only measure precision and recall for top-10 and top-20 talks
since most users do not scroll beyond these many recommen-
dations. As can be seen from Table 1, the Hybrid method
outperforms the baseline methods as well as the competing
methods in terms of accuracy. While CB is able to provide
talks with similar content, it fails to identify those talks that
are not similar that a user would like. On the other hand,
while the CF-based Resnick method is able to suggest talks
viewed as popular in the community, trusted users are found
to better predictors and so it is worth the extra effort to find
them. The Hybrid model conveys to the user that the talks
were recommended to him/her by these specific users who
have successfully recommended talks to other users based on



Table 1: Accuracy of three baseline approaches, competing methods and the Hybrid model proposed in this
work. These models are evaluated for the top-10 and top-20 recommendation tasks.

Model Random CB Resnick TaRS ESA Hybrid

Precision@10 0.028 0.026 0.043 0.085 0.132 0.158

Recall@10 0.019 0.022 0.041 0.078 0.036 0.047

Precision@20 0.016 0.019 0.032 0.117 0.060 0.172

Recall@20 0.026 0.043 0.078 0.082 0.076 0.065

Figure 1: Subjective evaluation of Global Trust (Blue), Social Trust (Red), Random (Yellow) and Hybrid
(Green) models based on popularity, diversity and freshness criteria to gauge user satisfaction.

their trustworthiness which in turn causes the user to trust
future recommendations.

Figure 1 compares the popularity, newness and diversity
of the recommendations and it is a more subjective evalua-
tion which we argue is equally important as accuracy. The
Hybrid model scores high on diversity and mediocre on new-
ness and popularity. We compare this with models based on
Global trust only, Social trust only and the Random method.
The Random method outperforms the Hybrid model on di-
versity as can be expected but the Hybrid model performs
better than the Global and Social trust metric only models.
This suggests that Hybrid can discover talks to recommend
even if they are not very popular or newly added.

5. CONCLUSIONS
In this paper, we address the personalized top-N recom-

mendation problem. The model we propose combines a
three-dimensional (personal, social and functional) view of
trust with collaborative filtering to recommend trusted con-
tent suggested by trusted fellow users. Experimental re-
sults depict that the model outperforms standard CB and
CF methods as well as competing trust-based approaches.
While our model is evaluated only on a dataset of TED talks,
we believe the results are promising enough to be applied to
other domains as well.
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